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We developed an iterative deconvolution technique to determine the size of a “blurred” vessel in a
digital subtraction angiographic (DSA) image by taking into account the unsharpness of the
DSA system. Initially, a region of interest over a small segment of the contrast-filled vessel was
selected in a DSA image, and the center line of the opacified vessel was determined by polynomial
curve fitting of the locations of the peak pixel values along the vessel image. The blurred image
profile was then obtained from pixel values across the vessel in a direction perpendicular to the
center line. This measured profile was compared iteratively with a calculated profile for various
size vessels, which was obtained from a cylindrical vessel model and from the line spread function,
until the root-mean-square difference between the two profiles was minimized. The size of a
cylindrical vessel yielding the matched profile was considered the best estimate of the unknown
vessel size. Studies with a blood vessel phantom indicated that vessels larger than 0.5 mm could be
measured with an accuracy and precision of approximately 0.1 mm, which is about 1/3 of the
pixel size used in our DSA system. Details of our approach and some clinical vessel images with
and without simulated stenotic lesions are presented.
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. INTRODUCTION

Accurate measurement of vessel sizes for quantitative analy-
sis of stenotic lesions is of great value in the assessment of
regression or progression of vascular disease. The severity of
stenotic lesions has traditionally been assessed by visual in-
terpretation of angiograms in terms of percent stenosis.
However, several studies have documented a large intra- and
interobserver variability in the subjective visual evaluation
of stenosis. '™ Detre et al.' reported that intraobserver agree-
ment among 22 experienced angiographers on two cine
viewings ranged from 9% to 72%. In addition, postmortem
examinations have demonstrated a poor correlation between
visual estimation of stenosis and subsequent pathologic find-
ings.>®

In order to reduce the uncertainty of subjective judgment
of vessel narrowing and to provide a good estimate of the
severity of stenoses, many investigators have devised meth-
ods for the quantitative analysis of (coronary) arteriograms
which are based on digitized images and computer sys-
tems.” ** Brown et al.’ developed a method for quantitative
coronary angiography by employing two projected cinear-
teriographic views and by tracing the edges of coronary le-
sions. A limitation of their method is that the projected an-
giograms of the vascular segment have to be traced
manually, and thus the key input data to be analyzed by a
computer must still be based on a subjective visual interpre-
tation. Sandor et al.*'” also determined, by hand, the shoul-
der portions of a blood vessel profile to estimate the vessel
edge.
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To overcome these manual procedures, Blankenhorn et
al.” and Alderman e al."' determined the vessel size by using
the vessel edges calculated from the maximum of the first
derivative of the distribution of a vessel image. Because there
was no reason why the actual vessel edge should correspond
exactly to the pixel at the maximum of the first derivative, it
was necessary to employ calibration curves, which can be
obtained with the help of phantom measurements.>> Reiber
et al.'” used the weighted sum of the first and second deriva-
tives for this purpose; the weighting factor was determined
empirically. Therefore, these methods contain the funda-
mental shortcoming that a somewhat arbitrary basis is as-
signed for determining the size of an unknown vessel, the
image of which is degraded by the resolution properties of
the imaging system. Imaging system unsharpness degrades
the final image and consequently, hinders edge detection by
man or by computer. The problem is compounded by the
fact that a severely narrowed blood vessel segment is affected
more by the blurring than is a normal segment.

Sandor et al.,*'° Nichols et al.,"® Kruger e al.,'>'° Jaques
etal.," and Seibert er al.*” integrated the image distribution
to determine the vessel size and/or the relative degree of
stenosis. One of the limitations of this technique, in which
the density (or pixel) values are summed over a cross section
of the vessel, is the requirement for radiographic projections
in which the x-ray beam is directed at right angles to the long
axis of the artery. In fact, Jaques ez a/."® reported that the tilt
of the vessel in relation to the x-ray beam resulted in signifi-
cant error. Simons ef al.'? described the need for correction
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factors, since the pixel value across an opacified vessel was
not proportional to the iodine concentration multiplied by
the vessel thickness.

Gould et a/.>"?* emphasize in their recent articles that in
order to provide a measure of the net change of final, cumu-
lative-hemodynamic characteristics of the stenosis, it is im-
portant to understand how functional effects of a stenosis
relate to its anatomic geometry. Based on the fluid dynamic
equations for flow in rigid tubes, the pressure drop across a
coronary artery stenosis has been formulated by incorporat-
ing the blood flow and two constants, namely, the viscous
pressure loss coefficient and the expansion pressure loss co-
efficient, both of which are related to the geometric charac-
teristics of the stenosis.?"** Therefore, it is important to de-
termine accurately the absolute dimensions, length, and
shape of the stenotic lesions.

We have developed a new technique for determining the
absolute size of a normal or narrowed blood vessel by taking
into account the unsharpness of the digital imaging system.
In order to implement our new approach in a digital subtrac-
tion angiographic (DSA) system, we measured the line
spread function (LSF) and the characteristic curve of the
system. Below, we describe the overall scheme for automat-
ed vessel-size estimation and the results obtained with a ves-
sel phantom and with clinical DSA images.

Il. MATERIALS AND METHODS
A. lterative deconvolution technique

It is well known from basic imaging theory that the rela-
tionship between the input x-ray pattern (opacified vessel),
the LSF (blurring effect of imaging system), and the final
image (angiogram) is given by a convolution integral.”>**
Doi et al. have shown previously by using computer simula-
tion>27 that the image distribution (or profile) of a blood
vessel filled with a contrast medium can be calculated by use
of successive convolution integrals of the input profile of the
vessel with the LSF’s of geometric unsharpness and of the
screen—film recording system. Experimental results were
found to be in good agreement with calculated predictions.*®
These results imply that it is theoretically possible to derive
the input x-ray pattern if both the LSF and the final image
profile are known. In the present study, thetefore, we ap-
plied this fundamental concept of the convolution relation-
ship to find a solution for an unknown vessel size in the
angiographic digital image analysis of stenotic lesions.
Mathematically, an approach to solving this type of problem
is the process called deconvolution. Because there are no
simple analytical solutions to the deconvolution problem, we
use computer simulation to determine a calculated image
profile which will best fit the actual image profile obtained
from an angiogram. The best fit of an image profile is deter-
mined by an iterative comparison of the calculated image
profile with the actual result. Therefore, we shall call this
approach an “iterative deconvolution” technique.

The effect of the unsharpness of a DSA imaging system on
the image profile of a small vessel 0.5 mm in diameter is
demonstrated in Fig. 1. The dashed curve represents the in-
put pattern of the vessel, which corresponds to the image
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Fi16. 1. Ilustration of the effect of unsharpness of a DSA imaging system on
the vessel image profile. The blurred image profile of a 0.5-mm vessel was
obtained by convolution of the input pattern of the vessel with the line
spread function shown in Fig. 5.

profile obtainable if an ideally sharp imaging system is em-
ployed. The solid curve represents the blurred image profile
of the vessel, which was obtained by convolution of the input
pattern (dashed curve) with the LSF (shown in Fig. 5).
Generally, the smaller the vessel diameter, the larger the
relative blurring effect on the image profile. For a given
blurred image profile, our task is to find the size of an input
vessel.

Figure 2 illustrates an essential part of our iterative decon-
volution technique. The input vessel pattern is determined
by assuming that a parallel x-ray beam is incident on a cylin-
drical vessel filled with a contrast material; the effect of the
cylindrical-vessel model on measured vessel sizes will be dis-
cussed later. The calculation of the transmitted x-ray pattern
takes into account the x-ray path length in the vessel and an
effective attenuation coefficient of the opacified vessel,
which is estimated from the contrast of the measured image
profile and the approximate size of the vessel. This estima-
tion is valid, because the normalized shape of the input x-ray
pattern does not change with a small change in the effective
attenuation coefficient. The computed image profile is ob-
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FI1G. 2. Block diagram of an essential part of our iterative deconvolution
technique for the determination of vessel sizes.
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tained by convolution of this input pattern with the LSF, and
then by conversion of relative x-ray intensities to DSA pixel
values by means of the characteristic curve of the DSA sys-
tem. When the image contrast is relatively small, however,
this conversion can be approximated by a linear relationship,
the proportionality constant of which is given by the gradi-
ent of the characteristic curve. The computed profile is com-
pared iteratively with the actual image profile obtained from
the DSA image by changing the cylindrical vessel size (the
input pattern), until the root-mean-square (rms) difference
between the two profiles is minimized. For this comparison,
the area under the computed profile is normalized to be
equal to that of the actual profile; this normalization corre-
sponds to the condition that the cross-sectional area of the
cylindrical vessel is equal to that of the actual vessel. The
vessel size yielding the matched profile is considered the best
estimate of an unknown vessel size. The dependence of the
rms difference between profiles on the vessel size is demon-
strated in Fig. 3. It should be noted that the relationship
between the rms difference and the vessel size contains a
sharp minimum, and that the vessel size is changed in incre-
ments of 0.1 mm. Since a circular cross section is assumed for
the calculation of the input x-ray pattern, the vessel size
yielding the minimum rms difference corresponds to an
equivalent diameter of a cylindrical vessel having a cross-
sectional area equal to that of an actual vessel.

Figure 4 shows the overall scheme for the computerized
determination of vessel sizes from a DSA image. First, an
operator selects an ROI (region of interest) over a small
segment of a vessel image. All of the following calculations
are performed automatically. The center line of the opacified
vessel is determined by polynomial curve-fitting of the loca-
tions of the peak pixel values along the vessel image. The
vessel image is then straightened'*'>** by conversion of the
curved coordinates (center line versus its perpendicular
lines) to the Cartesian coordinates so that image profiles
along the curved vessel in a direction perpendicular to the
center line are obtained from pixel values in a direction per-
pendicular to the straightened center line. For each image
profile, a correction for nonuniform background is made
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F16. 3. Dependence of rms difference between actual and computed image
profiles on simulated vessel size. The estimated size can be determined from
the vessel size yielding the minimum rms difference.
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Fi16. 4. Block diagram illustrating the overall scheme for the determination
of vessel sizes in a selected segment of a DSA image. All of the calculations
following the ROI selection are performed automatically.
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(based on the linear fit of the backgrounds on both sides of
the vessel when the nonuniformity is within a + 3% differ-
ence). When the background is nonuniform (more than
+ 3% difference in pixel values on the two sides), it is likely
that a branch, or an overlapping or neighboring vessel, is
located near the vessel of interest. Therefore, the computed
image profile is matched, by the iterative deconvolution
technique, only to the main part of the actual image profile,
without correction of the background nonuniformity (or by
removing the branch or neighboring vessel). The relative
effective attenuation coefficients of the opacified vessel are
also determined from the measured vessel size and from the
contrast of the corresponding input profile. It should be not-
ed that only relative effective attenuation coefficients can be
obtained at present with our technique, because the orienta-
tion of the vessel relative to the image intensifier (II) input
plane is not known in a single-plane technique, and because
scatter and veiling glare are included in DSA images. Note
also that the tilted cylindrical vessel is equivalent to a non-
tilted eylindrical vessel with an increased effective attenu-
ation coefficient, and therefore the accuracy of the measured
size with our technique will be essentially independent of the
vessel orientation. After the vessel sizes and the relative ef-
fective attenuation coeflicients are determined line by line
from the straightened image, the estimated sizes are dis-
played along the vessel image.

B. Experimental conditions

The DSA images in this study were obtained with a Digi-
tron 2 system (Siemens Gammasonics, Des Plaines, IL).
This system includes a triple-mode (25, 17, and 12 cm) Opti-
Iux RBV 25/17 HN CsI II (Siemens Medical Systems, Ise-
lin, NJ) with grid (12:1, 40 lines/cm), coupled to a Siemens
Videomed N TV system, and an x-ray tube with a nominal
focal spot size of 0.6 mm. All images were acquired in the
pulsed x-ray exposure mode, with an image matrix size of
512<512. The raw data from the Digitron 2 were analyzed
with a VAX 11/750 computer (Digital Equipment Corpora-
tion, Maynard, MA ).

The pixel size (sampling distance), the characteristic
curve, the modulation transfer function (MTF), and the
LSF of our DSA system were measured in order to imple-
ment our approach to quantifying stenotic lesions in DSA
systems. We used a square mesh phantom to measure the
pixel size, which was needed for the determination of the
MTF and the vessel size. The pixel size at the Il input plane
was approximately 7% greater in the horizontal direction
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FIG. 5. Presampling analog LSF, which includes both the unsharpness of an
II-TV digital system and the effect of the sampling aperture. The LSF was
derived from the inverse Fourier transform of the presampling analog
MTEF. The pixel size is approximately 0.32 mm.

(parallel to the TV raster lines) than in the vertical direction
for all Il modes. However, for simplicity, we used the aver-
age of the two values. The pixel sizes were 0.32, 0.38, and
0.59 mm for the 12-, 17-, and 25-cm II modes, respectively.
In a DSA system, the characteristic curve relates the output
pixel values to the input x-ray intensities incident on the II,*°
and we used this curve to linearize the system response. The
“presampling” analog MTF,’**' which includes both the
unsharpness of an II-TV system and the effect of the sam-
pling aperture, was obtained from the digital optical transfer
functions determined with center and half-pixel-shifted
alignments of the slit relative to the digital-sampling pixel.
The presampling analog MTF measured with the slit in a
direction parallel to TV raster lines was greater than that in
the perpendicular direction; they were averaged for simpli-
city. The presampling analog LSF was then derived from the
inverse Fourier transform of the presampling analog MTF,
and shown in Fig. 5 for the 12-cm II mode. The methods of
measurement and the experimental results for the character-
istic curve®® and the MTF?! in II-TV digital imaging (DSA)
systems are described in detail elsewhere.

In order to determine the accuracy and precision of our
technique, we fabricated a vessel phantom consisting of
polyethylene tubes of various diameters, ranging from 0.5 to
6.5 mm (i.d.); the actual tube sizes, which are regarded as
“true” diameters, were measured with direct x-ray film and
a magnifying glass. The concentration of the contrast medi-
um, Renografin-76 (meglumine and sodium diatrizoate}, in
the tubes was varied from 8.8% to 100% (370 mg/ml io-
dine) in order to investigate the relationship between the
relative effective attenuation coefficient of the opacified ves-
sel and the concentration. All phantom images were ac-
quired at 63 kV and in the 12-cm II mode, with a 12-cm
Lucite block.

A simulated stenotic lesion was artificially produced us-
ing computer simulation by assuming that approximately
one-half of an ellipsoid was attached inside the cylindrical
vessel and thus removed the contrast medium from the ves-
sel occupied by this lesion. First, the two-dimensional profile
of a simulated stenotic lesion was calculated from the rela-
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tive effective attenuation coefficient of the opacified vessel
and the geometric parameters (diameter and length) of the
lesion. A blurred profile of this lesion was determined by
using the LSF of the DSA system and then superimposed on
one side of the edges in a clinical image and also in images of
the vessel phantom. With this method, one can create a sim-
ulated lesion having a known percent area stenosis; we used
this for comparison with the measurements which we made
with the iterative deconvolution technique.

Ill. RESULTS

Figure 6 demonstrates the comparison between actual and
calculated image profiles. These image profiles can be dis-
played on a CRT monitor, if desired, during our computer-
ized analysis of vessel sizes for monitoring of the procedure.
An actual image profile, which was obtained from a certain
location in the selected ROI on a DSA image of a vessel
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FI1G. 6. Image profiles obtained from (a) a vessel phantom image and (b) a
clinical image with a partially overlapping branch vessel. The actual image
profile obtained from the straightened image is shown by the symbol + ,
and the computed “matched” image profile is shown by the solid curve. The
two vertical lines near the edges of the profiles show the vessel size deter-
mined with our method. The magnification factor (MAG), measured di-
ameter in the object plane (DIA), relative effective attenuation coeflicient
(ATC), image contrast (CST), and root-mean-square difference between
the actual and computed image profiles (rms) are shown in the lower right.



553 Fujita et al.: Image feature analysis. 2. Vessel sizes in DSA

phantom, and the computed “matched” image profile are
shown by crosses and a solid curve, respectively, in Fig.
6(a). It is apparent that the computed image profile agreed
well with the actual image profile. The two vertical lines near
the edges of the profile show the vessel size determined by
our method. It should be noted that the positions of these
vertical lines are by no means related in a simple way to the
edges of the profiles; this is due to the effect of unsharpness of
the imaging system. The actual image profile shown in Fig.
6(b) partially overlaps a branch vessel (on the right-hand
side of the profile). However, our algorithm can ignore data
points due to the branch vessel, and the computed profile is
compared only with the major part of the actual profile in
question.

In Fig. 7, the selected ROI is indicated by a rectangular
white box on a curved vessel image, and the straightened
vessel image is in another white box. Measured vessel sizes
are plotted as dark dots on the image in both rectangles for
visual comparison. Figure 8 demonstrates the removal of
branch vessels and/or overlapping vessels in an intracranial
DSA image. The image in the selected ROI was expanded
three times in Fig. 8, since our results are more accurate than
the pixel size by a factor of 3, as will be discussed below. For
small segments of DSA images, as illustrated in Figs. 7 and §,
the computation time for determining vessel sizes is approxi-
mately 1 min.

Figure 9 shows a comparison of measured diameters of the
iodinated plastic tubes in the vessel phantom with their
“true” diameters. The error bars correspond to the standard
deviation derived from measurements on tubes with differ-
ent iodine concentrations and also from repeated measure-
ments on different images obtained with independent expo-
sures. It is obvious that the measured vessel diameters agree
well with true diameters, despite a considerable variation in
the concentration of the contrast medium employed in the
phantom. It should be noted also that no correction factors
and no calibration curves are required with our iterative de-

F1G. 7. The curved vessel image in a selected ROI is straightened as shown
in lower left. Measured sizes are marked by dark dots.
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FIG. 8. An image expanded three times, illustrating measured sizes along
the selected vessel segment and also the removal of branch vessels and over-
lapping vessels in an intracranial DSA image.

convolution technique. For tube sizes greater than 0.5 mm,
the accuracy and precision are approximately 0.1 mm,
which is about 1/3 of the pixel size used. This result seems
encouraging, since it indicates that certain quantitative data
in a digital imaging system can be obtained with an accuracy
less than the pixel size used. In Fig. 10, the relative effective
attenuation coefficients of opacified vessels determined for
three different tube sizes are plotted against the concentra-
tion of the contrast medium. Note that the attenuation coef-
ficient of an opacified vessel is ideally equal to the product of
the iodine attenuation coefficient and the iodine concentra-
tion. The measured coefficients correlate approximately lin-
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Fi1G. 9. Comparison of measured diameters of iodinated plastic tubes in the

vessel phantom with their true diameters. For tube sizes greater than 0.5
mm, the accuracy and precision are approximately 0.1 mm each.
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FIG. 10. Relationship between relative effective attenuation coefficient of
the opacified vessel and concentration of the contrast medium.

early with the concentration of Renografin-76, except at
high concentrations. However, this correlation is consider-
ably poorer than that obtained for vessel diameters (Fig. 9).
The deviation of the data points at high concentrations is
probably due to the effects of veiling glare,’*?* scattered ra-
diation, and beam hardening. In addition, the experimental
error for the relative effective attenuation coefficient is ex-
pected to be greater than that for the vessel size, because two
experimental values, i.e., the size and contrast of the vessel,
are required for determining the attenuation coefficient.
Figure 11 (image expanded three times) illustrates the
analysis of the image of a stenotic lesion which was artificial-
ly produced in a normal high-contrast, large vessel obtained
with a clinical DSA image. The graph in Fig. 11 shows the
measured vessel size along the center line of the selected

Fi1G. 11. Illustration of the analysis of a simulated stenotic lesion (68%),
which was produced artificially in a clinical DSA image of a normal vessel.
The percent area stenosis measured by our technique was 67%.
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F1G. 12. Comparison of measured percent area stenoses, which was pro-
duced artificially on the vessel phantom image, with the true percent area
stenoses created in a 6.5-mm vessel,

vessel. The percent area stenosis created was 68%. The per-
cent area stenosis measured with our technique was 67%. In
addition, we verified that the artificial stenoses produced in
phantom images of a 6.5-mm vessel agreed well with mea-
surements over a wide range of values of percent stenosis, as
shown in Fig. 12. These results indicate the effectiveness of
our technique in the determination of sizes of stenotic le-
sions.

IV. DISCUSSION

An advantage of our technique is that all image profile
data are directly utilized for the determination of an un-
known vessel size. Thus, even though DSA images have
problems such as quantum mottle, a limited number of data
points, and background nonuniformities, it becomes possi-
ble to assess the severity of stenotic lesions accurately. How-
ever, all previously described methods depend on only a frac-
tion (or a sum) " the available image profile data, such as
edge configurations or first derivatives. Based on this unique
advantage of our method and on the ability to compensate
for the unsharpness of the imaging system, we believe that
the severity of stenotic lesions can be assessed more accu-
rately with our method than with any others ave''~ble at
present.

The assum,.tion which w. made in our current teci.i =
is that the cross section of the blood vessel is circular,
assumption which appears not to be valid for an eccentric

notic lesion and vessels of irregular shape. However, as
- wnin Figs. 11 and 12, it s=ems that the area of the eccen-

> cross section in the obst: ~ted vessel can be well repre-
sented by the equivalent area of the circular cross section in
the calculated cylindrical vessel. At the narrowed region in
Fig. 11, the measured size shown by the black dots is slightly
larger than the apparent borders of the lesion; this implies
that the vessel size will be underestimated if only the edges
are taken into account. Another model often used in the
determination of sizes of blood vessels is a cylinder having
different diameters in orthogonal directions, i.e., an elliptical
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cross section.””” The use of the biplane technique based on

the elliptical model is generally expected to provide a more
reliable estimate of the severity of stenotic lesions than does
the single-plane technique with the circular model. Our iter-
ative deconvolution technique can also be applied to the
analysis of biplane angiograms with the elliptical model;
however, the usefulness of this approach remains to be inves-
tigated.

With our technique, additional image data along the ves-
sel segment are available; these include the vessel contrast,
the relative effective attenuation coefficient, and the sum of
image profile data. These data can be applied to the deter-
mination of the size of the vessel (or one of the two diameters
for the elliptical vessel ), as has been done by some investiga-
tors.'*!>1% However, we did not use these data at present,
because the orientation of the vessel segment relative to the
IT input plane is unknown and thus the results could be inac-
curate. We believe, however, that it will be helpful to apply
these data to blood flow analysis, and also to the determina-
tion of the two diameters of an elliptical vessel when a stereo-
scopic DSA system is employed.

To reduce the computation time, one can replace the con-
volution integral with the fast Fourier transform (FFT) al-
gorithm, because the computation in the frequency domain
can be performed more quickly than that in the spatial do-
main. In this case, the MTF of our DSA system would be
employed together with the Fourier spectrum of the input x-
ray pattern,”>** and the Fourier spectrum of an actual image
would be compared iteratively with the Fourier spectrum of
a computed image profile.

In clinical practice, one of the important factors affecting
the accuracy of the computer-determined absolute vessel di-
mensions is the reliable measurement of the geometric mag-
nification. The final vessel dimension is obtained by dividing
the measured vessel size by the magnification factor. With
our current technique, the magnification factor of the vessel
needs to be estimated from the approximate geometric rela-
tionship among the vessel, the 11 input plane, and the x-ray
tube focal spot; the accuracy of this estimate may not be very
high, however. Brown er al.” determined this magnification
factor for quantitative coronary arteriography by using the
catheter tip as a scaling device. This technique may not be
applicable to most DSA examinations, because the catheter
tip is usually placed at some distance from the stenotic lesion
and thusis not included in the image. In addition, the magni-
fication factor of the vessel of interest in a plane parallel to
the IT input plane may not be the same as that of the catheter
tip. One potential alternative approach is the application of
the stereoscopic or biplane technique, in conjunction with an
appropriate calibration procedure for the three-dimensional
coordinate system** with which the stenotic vessel is located.

In conclusion, we developed an iterative deconvolution
technigue to determine the size of a blurred vessel in a DSA
image by taking into account the unsharpness of the DSA
system. The measured size corresponds to the diameter of an
equivalent cylindrical vessel which has the same cross-sec-
tional area as that of the blurred vessel. Phantom studies
showed that vessel sizes greater than 0.5 mm can be mea-
sured with an accuracy and precision of approximately 0.1
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mm, which is about 1/3 of the pixel size used. We believe
that our technique will be useful for measuring the vessel size
accurately and thus for assessing the severity of stenotic le-
sions; we also believe that it will be applicable to the mea-
surement of the blood flow characteristics as well as to inves-
tigations of the relationship between the anatomic and
functional severity of stenotic lesions.”"**
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