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ABSTRACT   

An automated blood vessel extraction using high-order local autocorrelation (HLAC) on retinal images is presented. 
Although many blood vessel extraction methods based on contrast have been proposed, a technique based on the relation 
of neighbor pixels has not been published. HLAC features are shift-invariant; therefore, we applied HLAC features to 
retinal images. However, HLAC features are weak to turned image, thus a method was improved by the addition of 
HLAC features to a polar transformed image. The blood vessels were classified using an artificial neural network (ANN) 
with HLAC features using 105 mask patterns as input. To improve performance, the second ANN (ANN2) was 
constructed by using the green component of the color retinal image and the four output values of ANN, Gabor filter, 
double-ring filter and black-top-hat transformation. The retinal images used in this study were obtained from the "Digital 
Retinal Images for Vessel Extraction" (DRIVE) database. The ANN using HLAC output apparent white values in the 
blood vessel regions and could also extract blood vessels with low contrast. The outputs were evaluated using the area 
under the curve (AUC) based on receiver operating characteristics (ROC) analysis. The AUC of ANN2 was 0.960 as a 
result of our study. The result can be used for the quantitative analysis of the blood vessels. 

Keywords: Blood vessel extraction, Local feature, High-order local autocorrelation, Hypertensive retinopathy, 
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1. INTRODUCTION  
Funduscopy is useful for early detection of diabetic retinopathy, hypertensive changes, arteriosclerotic changes, and 
glaucoma. Retinas are examined using retinal images. In most cases, ophthalmologists or physicians use the Scheie 
classification based on the condition of blood vessels. Hypertensive retinopathy is graded by the diameter ratio of arteries 
and veins, hemorrhages, and exudates. However, human observation does not provide quantitative results. Thus, many 
blood vessel extraction methods have been proposed [1–18]. 

Tolias et al. proposed a vessel and nonvessel region classification method using a fuzzy c-means clustering algorithm 
[1]. Niemeijer et al. proposed a segmentation method based on Gaussian matched filter and kNN [2]. Soares et al. 
proposed a segmentation method based on a feature vector composed of pixel intensity and two-dimensional Gabor 
wavelet transform responses taken at multiple scales [3]. Rangayyan et al. proposed a method that used a bank of 
directionally sensitive Gabor filters (GF) with tunable scale and elongation parameters [4]. Kharghanian et al. proposed a 
method based on seven features; a feature using pixel intensity, four features from Gabor wavelet transform in different 
scales, and two features from orthogonal line operators [5]. Miri et al. proposed a method based on image enhancement 
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using a curvelet transform that represents edges [6]. Chaudhuri et al. proposed a method using matched filters [7]. Ricci 
et al. applied a line detector, which has been previously used in mammography [8]. Yu et al. proposed a method based on 
a multiscale active contour model using eigenvalues of local second order derivatives (Hessian matrix) [9]. Staal et al. 
proposed a method based on image ridge extraction using a kNN-classifier with properties of the patches and line 
elements [10]. Salem et al. suggested a method using a clustering algorithm with a partial supervision strategy [11]. They 
showed that their method could segment blood vessels with small diameters and low contrast. Paripurana et al. proposed 
a method using background estimation calculated using a weight surface fitting method with a high degree polynomial 
[12]. Zana et al. proposed a method based on morphological filter and cross-curvature [13]. For segmentation of the optic 
cup region, we proposed a method using gradient vector concentration [14]. We also proposed a method using a double-
ring (DR) filter, which can work quickly [15]. The DR filter calculates the mean difference in the inner circle and outer 
ring regions. We proposed a method using a black top-hat (BTH) transformation [16], and we developed a method based 
on BTH combined with DR filter [17]. However, previously proposed method [17] returned suboptimal segmentation 
accuracy of major arteries, especially those with low contrast and central reflex. To improve the recognition rate of major 
vessel pairs, synthetic vessel models were created, and the missed or broken arteries were identified by template 
matching [18]. However, creating an optimal synthetic vessel model is too difficult for practical application. 

To the best of our knowledge, a blood vessel extraction method based on the relation of neighbor pixels has not been 
proposed. Determining parameters, such as optimal filter size and shape, is difficult. Ohtsu et al. proposed the use of 
high-order local autocorrelation (HLAC) features as the primitive image features [19]. HLAC is effective for many 
image recognition applications [20–22]. HLAC has demonstrated high performance in a facial recognition study [20], a 
chest nodule detection study [21], and a human sensing study using microwave Doppler radar [22]. HLAC features are 
shift-invariant and model-free. HLAC is appropriate for center-shifted hotspot pattern feature extraction. A general 
template-matching technique depends strongly on a preset model. Patterns of blood vessels are so varied that designing a 
flexible blood vessel model is not practical. However, HLAC does not require a preset model. Thus, HLAC is expected 
to be effective for blood vessel extraction. This paper describes blood vessel extraction based on HLAC and presents the 
results for HLAC and previous simple methods that do not rely on complicated algorithms. 
 

2.  METHODS 
2.1 HLAC 

We apply HLAC [19] as the feature of blood vessels. The N-th order HLAC is calculated by the following 
autocorrelations:  

 ܴே்(ܽଵ, ܽଶ, … , ܽே) = ∑ 	ݎ)ܫ(ݎ)ܫ + 	ܽଵ)… 	ݎ)ܫ +	ܽே)  (1) 

where I(r) is a pixel value of the image, T is the local pattern number, r = (x, y)' (the dash denotes the transpose) is 
position vector a, ai are the displacement vectors, and x and y are coordinates in the image. By varying the parameter 
values a and N, (1) can take many forms; therefore, N was limited to (N = 0, 1, 2). The range of displacements was also 
limited to within a local 3 × 3 window, whose center was the position of interest. By reducing the displacements, which 
are equivalent by the shift, T was limited to 35 (T = 1, 2 … 35). The 35 kinds of general patterns are shown in Figure 1. 
In this study, window size was expanded to 5 × 5 and 7 × 7 (as shown in Figure 1 (b)), and 105 HLAC patterns (35 
patterns per window size) were applied to extract the blood vessels. 

Initially, we considered calculating HLAC features in the region of interest (ROI). However, HLAC has directional 
dependency. For example, the HLAC features of two blood vessel models, as shown in Figure 2(b) and 2(c), differ. 
Thus, we transformed the ROI to a polar coordinate image (Figure 2(a)) and calculated the HLAC. The HLAC features 
of two polar-transformation images (Figure 2(d) and 2(e)) were similar. Thus, HLAC features with polar transformation 
are considered turn-invariant. 

2.2 Extraction of blood vessels based on HLAC features 

Image database 
The retinal images used in this study were obtained from the “Digital Retinal Images for Vessel Extraction” (DRIVE) 
database [10]. The database includes 40 retinal fundus images that were obtained from a diabetic retinopathy screening  
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One hundred five HLAC features and four features were input to an artificial neural network (ANN), which is shown in 
Figure 3. Four features are the maximum value, minimum value, mean and standard deviation of the pixel values in the 
ROI. A feed forward three-layered network with twelve middle layer units was employed. To complete the training in 
reasonable time and to reduce the effect of overtraining, the ANN was trained using 10,000 randomly selected samples 
with the HLAC feature in 20 training images by using a back-propagation algorithm. Each five thousand samples inside 
and outside of the blood vessel region were selected randomly from each image.  

2.4 Comparison with previous methods 

HLAC was compared with four methods, i.e., GF, DR filter, and BTH transformation. The GF is calculated as follows: 

,ݔ)݃  (ݕ = exp	(− ௫ᇲమାఊమ௬ᇲమଶఙమ )cos	(2ߨ ௫ᇲ
λ
+ ∅) (2) 

where 

ᇱݔ  = ݔ cos ߠ + ݕ sin   ߠ

ᇱݕ	  = ݔ− sin ߠ + ݕ cos  (3) ߠ

In this study, λ = 12 and ∅ = 1 were determined, and the filtered image used the maximum value of ݃(ݔ,  by setting θ (ݕ
= 0, 1/12, 2/12…, 11/12. The DR was then structured from the inner circle and outer ring regions. The radii of the inner 
circle and outer ring were determined to be 1 and 9 pixels, respectively. The structural element of BTH was also 
determined to be a circle with a diameter of 7 pixels. 

2.5 HLAC combined with four methods 

To improve performance, a second ANN (ANN2) with five middle layer units (as shown in Figure 3) classified the blood 
vessels by using the green component of color image and the four outputs of ANN, GF, DR, and BTH. ANN2 was 
trained using 10,000 randomly selected samples with outputs from the initial ANN using the same methods.  

 

  
Figure 3. Two artificial neural networks (ANN). First ANN was constructed 12 middle layer units, and it outputs the 
preliminary blood vessels image. Second ANN (ANN2) was constructed by using 5 middle layer unites, and the final 
blood vessel image is outputted. 
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Tabel 1. Comparison of area under the curves (AUCs) 

Method AUC 

HLAC (Output of ANN) 0.935 

GF 0.875 

DR filter [15] 0.842 

BTH transformation [16] 0.918 

Green component of color retinal image 0.791 

ANN2  0.960 

Chaudhuri et al. [7] 0.788 

Zana et al. [13] 0.898 

Muramatsu et al. [17] 0.918 

Niemeijer et al. [2] 0.929 

Staal et al. [10] 0.952 

Ricci et al. [8] 0.956 

Soares et al. [3] 0.961 

Rangayyan et al. [4] 0.961 

 

3. RESULTS AND DISCUSSION 
To evaluate the proposed method using HLAC features, 20 test images from the DRIVE database were used. The results 
were compared with HLAC (ANN), GF, DR, BTH and ANN2. The outputs from all methods were evaluated using the 
area under the curve (AUC) based on receiver operating characteristics (ROC) analysis. Table 1 summarizes the results. 
The AUC for ANN2 was the better than them of all our methods.   

The blood vessel extraction results for the various methods are shown in Figure 4. The ANN using HLAC output 
apparent white values in the blood vessel regions (Figure 4(c)) and could extract blood vessels with low contrast. 
However, the ANN output white values near the outer blood vessel wall; thus, it tended to overestimate the blood vessel 
regions. Note that GF and BTH also tended to overestimate the blood vessel regions (Figures 4(d) and 4(f)), and DR 
tended to underestimate blood vessel regions (Figure 4(e)). 

High performance of an ANN is not expected when the cross correlation of each input signals is high. Table 2 shows the 
cross correlations for the images in Figure 4. The cross correlations of HLAC (ANN) and the other methods were not 
high, although HLAC used the output of BTH. Note that we have presented only preliminary experimental results. For 
example, the parameters for a combination of GF, DR, and BTH are not considered. Moreover, there are many different 
ways to apply HLAC. By using log-polar transformation, HLAC features might be able to extract a blood vessel without 
depending its diameter, although we used a polar transformed image to calculate HLAC features in this study. HLAC 
features might be able to be applied to various filtered images, as demonstrated in this study. The methods using Gabor 
filter or wavelet tended to obtain good performances as shown in Table 1. Thus, the performance may be improved by 
applying HLAC features to Gabor filter or wavelet. We used an ANN as a machine learning technique; however, we did 
not test a support vector machine, ada-boost, and etc. Therefore, there is possibility that the performance is improved by 
applying better machine learning technique. 
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